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The multifractal formalism for singular measures is revisited using the wavelet 
transform. For Bernoulli invariant measures of some expanding Markov maps, 
the generalized fractal dimensions are proved to be transition points for the scal- 
ing exponents of some partition functions defined from the wavelet transform 
modulus maxima. The generalization of this formalism to fractal signals is estab- 
lished for the class of distribution functions of these singular invariant measures. 
It is demonstrated that the Hausdorff dimension D(h) of the set of singularities 
of Hflder exponent h can be directly determined from the wavelet transform 
modulus maxima. The singularity spectrum so obtained is shown to be not dis- 
turbed by the presence, in the signal, of a superimposed polynomial behavior of 
order n, provided one uses an analyzing wavelet that possesses at least N>n 
vanishing moments. However, it is shown that a C o~ behavior generally induces 
a phase transition in the D(h) singularity spectrum that somewhat masks the 
weakest singularities. This phase transition actually depends on the number N 
of vanishing moments of the analyzing wavelet; its observation is emphasized as 
a reliable experimental test for the existence of nonsingular behavior in the con- 
sidered signal. These theo~'etical results are illustrated with numerical examples. 
They are likely to be valid for a large class of fractal functions as suggested by 
recent applications to fractional Brownian motions and turbulent velocity 
signals. 

KEY WORDS: Multifractal formalism; invariant measures; fractal signals; 
Hrlder exponents; wavelet analysis; wavelet transform modulus maxima. 

1. INTRODUCTION 

F r a c t a l  a n d  mu l t i f r a c t a l  concep t s  (1-3) a r e  n o w  wide ly  u s e d  in a va r i e t y  o f  

phys ica l  s i tua t ions .  ~4-6) I n  its p r e sen t  f o r m ,  the  m u l t i f r a c t a l  a p p r o a c h  is 

essent ia l ly  a d a p t e d  to  desc r ibe  the  s ta t i s t i ca l  sca l ing  p r o p e r t i e s  o f  s i n g u l a r  
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measures.(2, 7-12) Notable examples of such measures are the invariant prob- 
ability measure of a dynamical system, ~z' 3.9-12) the harmonic measure of a 
diffusion-limited aggregate, ~4"6'~3-~5) the distribution of a voltage drop 
across a random resistor network, (4' 13, 14) and the spatial distribution of the 
dissipation field of fully developed turbulence. ~ 16-18) The multifractal for- 
realism (2) involves decomposing fractal measures into intervowen sets, each 
of which is characterized by its singularity strength c~ and its Hausdorff 
dimension f (e ) .  The so-called f(cQ singularity spectrum was shown 
to be intimately related to the "generalized" fractal dimensions (19-21) 
Dq = z(q)/(q - 1 ) that can be extracted from the power-law behavior of the 
partition function (in the limit l ~ 0 +) 

Z q  = Z ~fq (l)  ~ l ~(q) (1 )  
i 

where the sum is over disjoint intervals of size l and #i(l) is the measure 
contained in each interval. Actually, there exists a deep analogy that 
links the multifractal formalism with that of statistical thermo- 
dynamics. (1~ The variables q and z(q) play the same role as the 
inverse of temperature and the free energy in thermodynamics, (25) while the 
Legendre transform 

f(~x) = min [q~ - z(q)] (2) 
q 

indicates that instead of the energy and the entropy, we have e andf(ct)  as 
the thermodynamic variables conjugate to q and r(q). This thermodynamic 
multifractal formalism has been worked out in mathematics in the context 
of dynamical systems theory. (22-24) But rigorous proofs of the above 
connection have been only limited to some restricted classes of singular 
measures, e.g., invariant measures of some expanding Markov maps 
("cookie cutter" Cantor sets) on an interval or a circle, (9' 10) the invariant 
measure associated to the dynamical systems for period doubling and for 
critical circle mappings with golden rotation number. (1~ It has recently 
been developed into a powerful technique accessible also to experimen- 
talists. Successful applications have been reported for multifractal measures 
which appear beyond the scope of dynamical systems. (6) 

In several phenomena, fractals appear not only as singular measures, 
but as singular functions. (L 13, 14) The examples range from plots of various 
kinds of random walks to interfaces developing in reaction-limited growth 
processes and to turbulent velocity signals at inertial range scales. ~6) There 
have been several attempts to extend the concept of multifractality to 
singular functions. (26'27> In the context of fully developed turbulence, the 
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multiscaling properties of the turbulent velocity signal were investigated 
by calculating the moments of the probability density function of 
(longitudinal) velocity increments (z6' 28-3o) 

rye(x) = v(x + l ) -  v(x) (3) 

over inertial separation l. By Legendre transforming the scaling exponents 
~p of the structure functions of order p 

SAt  ) = <rye> ~ Z ~ (4) 

one gets the Hausdorff dimension D(h) of the subset of N for which 
velocity increments behave as l h. In a more general context, D(h) will be 
the spectrum of H61der exponents for the singular signal under study and 
thus will have a similar status as the f ( a )  singularity spectrum for singular 
measures. But there are some fundamental limitations to the structure 
function approach, which intrinsically fails to fully characterize the D(h) 
singularity spectrum. (31' 32) Even though one can extend this method from 
integer to real positive p values by considering an absolute value on 
velocity increments (aT) in Eq. (4), the structure functions generally do not 
exist for p < 0, since there is no reason a priori that the probability density 
function of 6vt vanishes for 6vt = 0. Thus, only the strongest singularities 
are amenable to the velocity structure function method and only partial 
information on the D(h) spectrum (actually its increasing left-hand part) 
can be extracted. Moreover, the measurement of the contribution of Hrlder  
exponents h < 1 (singularities in the first derivative of the signal) can be 
dramatically disturbed by the presence of regular behavior as well as the 
existence of weakest singularities with h >  1 (singularities in higher 
derivatives). In ref. 33 we systematically reviewed the intrinsic insufficien- 
cies of the structure function method. Even though this method was a first 
interesting step toward a multifractal theory of singular functions, this 
theory is still lacking and there is still a need for an appropriate powerful 
technical tool to deal with fractal functions. 

In previous work O1-33) we elaborated on a novel strategy which is 
likely to provide a practical way to determine this entire singularity spec- 
trum D(h) directly from any experimental signal. This approach is essen- 
tially based on the use of a mathematical tool introduced in signal analysis 

i n  the early 1980s: the wavelet transform. (34-38) The wavelet transform 
has been recently emphasized as a very efficient technique to collect 
microscopic information about the scaling properties of multifractal 
measures. (39'4~ Extensive applications to various multifractal measures, 
including the invariant measures of some well-known discrete dynamical 
systems, have clearly demonstrated its fascinating ability to reveal the 
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hierarchy that governs the spatial distribution of the singularities. (w-44) 
What makes the wavelet transform such an attractive tool in the present 
study is that its singularity scanning ability equally applies to singular 
signals as to singular measures. (31-33' 40, 45.-47) 

Indeed, the simplest way of performing a multifractal analysis of a 
singular measure (2) is to partition it using boxes of size/. Then the measure 
in each box of size l can be characterized by a singularity strength e by 
#i(l) , , , l% where the index i denotes the box number. The number of 
occurrences of a particular value c~ defines the f(e)  singularity spectrum by 
N(e) ~ l -f(~~ A wavelet can actually be seen as an oscillatory variant of a 
characteristic function of a box (i.e., a "square" function). Thus, one can 
generalize in a rather natural way the multifractal formalism to singular 
functions by defining some partition functions in terms of the wavelet coef- 
ficients. (31-33) Let us note that by choosing a wavelet which is orthogonal 
to polynomial behavior up to order N, one can make the wavelet transform 
blind to the regular behavior of a function, (3~-33'4~ remedying in this way 
one of the main difficulties inherent to the dramatic failure of the structure 
function method [note that the square function is the primitive of what has 
been called the "poor man's wavelet": O ( x ) = 6 ( x - 1 ) - 6 ( x ) ,  implicitly 
used in the increment method and which is only orthogonal to constants]. 
Then, from the Legendre transform of the scaling exponents z(q) of these 
wavelet-based partition functions, one can extract the whole D(h) spectrum 
of Hrlder exponents. Indeed, at a given scale, instead of using a continuous 
integral over space [like the increment method in Eq. (4)], we sum 
discretely over the local maxima of the wavelet transform (47) so that we 
remove divergencies for q < 0 and also incorporate the multiplicative struc- 
ture (if there is any) of the singularity distribution directly into the calcula- 
tion of the partition function. (3~" 32) Each connected line of local maxima is 
likely to emanate from a singularity of the signal. (47) Along these maxima 
lines, the wavelet transform behaves at small scales (4r) as a power law 
with an exponent h(x) which is equal to the Hrlder exponent of the signal 
at the point x. The number of such lines at a certain scale a and corre- 
sponding to the same h defines the D(h) spectrum of Hrlder exponents by 
N(h) ~ a -~(h) (when a goes to zero). Moreover, one can further proceed to 
an adaptive scale partitioning which consists in maximizing (or minimizing 
according to the sign of q) the partition function by choosing the optimal 
wavelet covering. In this spirit, the free energy "r(q) is obtained as a trans- 
ition point for the scaling exponent of some partition function and the 
entropy D(h) can be shown to be the Hausdorff dimension of the set of 
singularities of Hrlder exponent h. 

In our previous w o r k  (31'32) we  have outlined the main trends of our 
multifractal approach of singular functions based on wavelets and shown 
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some successful applications to fractional Brownian motions and fully 
developed turbulence data. Our purpose here is to give rigorous proofs of 
the validity of this formalism when applied to a self-affine function which 
is the distribution function of a Bernoulli measure lying on a (discon- 
nected) Cantor set invariant under some affine Markov map. We also 
derive exact results when this class of self-affine functions is perturbed by 
a polynomial or a general C co behavior. We comment on the possibility of 
extending this mathematical analysis to a larger class of singular functions, 
with the ultimate goal of establishing the foundations of a universal 
multifractal theory of singular distributions including singular measures 
and singular functions. 

The paper is organized as follows. Section 2 contains some back- 
ground material on the (one-dimensional) continuous wavelet transform. 
We define the wavelet transform modulus maxima (47~ and the notion of 
maxima lines. In Section 3, we revisit the multifractal formalism for 
singular measures using the wavelet decomposition. We give rigorous 
proofs that the generalized fractal dimensions [and consequently the 
f(~) spectrum by Legendre transforming "r(q)=(q-1)Dq] of Bernoulli 
invariant measures of some expanding linear Markov maps can be 
obtained as transition points for the scaling exponents of some partition 
functions defined either from the continuous wavelet transform or from the 
wavelet transform maxima lines only. In Section 4, we prove that, when 
using the latter approach, these results naturally extend to self-affine func- 
tions that are distribution functions of the above multifractal Bernoulli 
measures. We demonstrate that the Hausdorff dimension D(h) of the set of 
singularities of Hrlder exponent h can be directly determined from the 
wavelet transform maxima lines. We also prove that the determination of 
this singularity spectrum is not disturbed by the presence of polynomial 
behavior of order n, provided one uses an analyzing wavelet that possesses 
at least N > n vanishing moments. This is no longer true when considering 
any C ~ perturbation; it generally results in a nonanalyticity of the D(h) 
singularity spectrum which displays a phase transition (12"48-51) that masks 
the weakest singularities. This phase transition is shown to depend on the 
number N of vanishing moments of the analyzing wavelet. The rigorous 
proof of the existence of this phase transition is rather technical and 
requires some additional hypothesis. Section 5 is devoted to numerical 
applications which illustrate that our theoretical results are valid for non- 
compact support analyzing wavelets which decrease fast enough at infinity, 
and for a larger class of self-affine functions including some functions that 
are almost everywhere singular. We conclude in Section 6. 
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2. THE WAVELET T R A N S F O R M  

The wavelet transform of a function f according to the analyzing 
wavelet ~ is defined a s  (34-'38) 

r~[f,](b, a)=- ~ f(x) dx (5) 

where a e ~+*  and b e ~. Generally ~ is chosen to be localized in both 
space and frequency, so that T~, can be seen as an accurate space-frequency 
analysis (b is the space parameter and 1/a is the frequency parameter). 
Moreover, ~ is usually chosen to be orthogonal to polynomials, so that 
T~,[fJ can be used to "detect" the singularities o f f .  Indeed, in order to 
detect a singular behavior such as x =+n ( n e ~  and c~e]0, 1D, which is 
masked by a regular behavior P.(x) [where P.(x) is a polynomial of degree 
smaller than n + 1 "], ~k has to satisfy ~4~ 45) ~ xk~j(X) dx = 0 for 0 ~< k < n. 

For  our purpose, we will mainly assume the following: 

(H1) ~ is a real-valued function which has a compact support 
( = , ] -  1/2, 1/2[). 

(H2) ~ is C 2. 

If (HI)  is replaced by ~/(x)= O(x-k), Vk>0, similar theorems are 
obtained, but the proofs are more complicated. To make the point of this 
paper as clear as possible, we have chosen to use a compactly supported 
analyzing wavelet. 

In the same way we have defined the wavelet transform of a function 
in Eq. (5), we can extend the wavelet transform to a measure  ~,(39--44) 

T~[#](b, a)= fsupp ~ (~a b) d#(x) (6) 

where Supp/~ is the support of #. Notice that, in this definition, we have 
omitted the 1/a normalization factor which appears in Eq. (5), so that 

T~,[#](b, a) = - Tq,, I f  ](b, a) (7) 

where ~k' denotes the first derivative of ~ a n d f ( x ) =  Sg dt~(x). Equation (7) 
will allow us to derive results about functions (Section 4) from results 
about measures (Section 3). For the sake of simplicity, T~,[/~](b, a) and 
T~,[f](b, a) will be referred to as T~,(b, a). 

We need two more definitions (cf. ref. 47-]). 

D e f i n i t i o n  1 .  (x,  a) ~ R • R +*  [sometimes referred to as x(a)]  will 
be said to be a modulus maximum of the wavelet transform T~, iff 

3 ~ R  +*, V x l ~ ,  O<lxl-xl<~[Z~(xl,a)[<lT~(x,a)I 
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If (x, a) is a modulus maximum, then 

~T~ (x, a) = 0 
c~b 

Definit ion 2. We call a maxima line at scale ao (>0)  of T 0 any 
connected curve l in the (b, a) half-plane so that: 

(a) (x, a)~l=,a<~ao and (x, a) is a modulus maximum of T o. 

(b) ga, O<a<~ao~3X~/ (x ,a )~ l .  

N o t a t i o n  1. ~ (ao)  will denote the set of all the maxima lines at 
scale a0 and &,e the set of all the maxima lines (at any scale). 

N o t a t i o n  2. If l e s and if a ~ ao, then l]a will denote the set 
{(x,a')sl/a' ~a}. 

N o t a t i o n  3. If l ~ ,  at will denote the maximum scale a which 
satisfies 3ll s 2~a(a), l c l l .  

N o t a t i o n  4. For the sake of simplicity, if I is a subset of N, we will 
(improperly) write l c I  whenever for any (x, a) in l, x belongs to L 

3. DETERMINING THE GENERALIZED FRACTAL D IMENSIONS 
OF A M E A S U R E  FROM ITS WAVELET TRANSFORM 

3.1. The Dynamical System 

Let us consider the expanding piecewise linear maps T on A = [0, 1 ] 
for which T- I (A)  is a finite union of disjoint intervals 

T - I ( A ) =  ~J A~ (8) 
i = 1  

Let g be the smallest gap between two consecutive intervals, i.e., 

We then define 

g = min {dist(A~, Ai+ 1)} (9) 
i 

T71: A ~ Ai 

x ~  T71(x) = T-l(x)=2ix+Bi  
(lo) 

where 0 < 2; < 1. Let A = inf,. 2;. We also set 

Ak~,..,k = A ~ T ~ ( A ) c ~ T ~ o T ~ I ( A ) . . .  ~ T ~  ~ . . . . .  T ~ ( A )  (11) 

822/70/3-4-9 
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Then it is clear that if J denotes the invariant set under the mapping T, J 
is the limit of the set (when n --* + ~ )  

d ( ' ) = A n  T- I (A)  .-. n T - ' ( A ) =  

i.e., J can be written as 

U Ak~,...,k, (12) 
]s = 1 .. "S 
i = 1  . . . n  

J =  ( '~  d ~  (n) ( 1 3 )  

n 

The mapping T is a linear version of more general one-dimensional 
mappings usually referred to as "cookie cutters ''(9) or expanding Markov 
maps. (1~ To this mapping one can associate a family of invariant measures 
called the Bernoulli measures associated to T. A Bernoulli measure is a 
measure # which satisfies 3(pl,..., Ps) ~ ]0, 1 [s, ~ ;  p; = 1, so that 

V(kl ..... k , )  ~ { 1,..., s}", #(Ak, ...k.)=Pk,'" "Pk. (14) 

The generalized fractal dimensions Dq (q ~ R) of such a measure (2" ~9-zx) are 
then given by the following equation: 

z(q) 
D(q) - (15) 

q - 1  

where T(q) is obtained by solving 

Pq 
; = , 5 = 1  (16) 

The f (~)  singularity spectrum (2'9' lo) is then obtained by Legendre trans- 
forming z(q), 

f (~)  = min (~tq - z(q)) (17) 
q 

In the following section, the measures/a we consider are Bernoulli measures 
of T which have a gap g [Eq. (9)]  different from 0. The set of such 
measures will be called Jg. 

3.2. Exact Results 

In the following, for any interval 1, l(a) will denote the same interval 
"extended" in both directions by a/2, i.e., I(a)= { I +  a/2} w { 1 - a / 2 } .  

Let/z ~ ~ '  (i.e., # is a Bernoulli measure with g > 0). 
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L e m m a  1. Local self-similarity of the wavelet transform, Va, 
O < a < g ,  Vb~ ] - ~ ,  ~ [ :  

(i) b r A(a) =~ Tc,(b, a) = O. 
(ii) b~A(a)=~Vk~ {1,..., s}, To(b, a ) =  (1/pk) To(T;I(b), 2ka). 

Proof. Let us distinguish the two cases: 

(i) b CA(a). Then, T~,(b, a )=  0 follows easily from the fact that 
has a compact support in ] - 1 / 2 ,  1/2[ [cf. (H1)] and that S u p p # c A .  

(ii) b~A(a). Let k~{1,...,s}; then, by setting x ' = T ~ ( x )  one 
obtains 

and by using Eq. (10) we get 

( x - T ; I ( b ! ~  
T~,(b, a) = Pkl fAk ~ \ 2ka j d#(x) 

As T~- l(b) ~ Ak(2ka) and 2ka < a < g, therefore, if x ~ Ak, with k # k', then 
Ix-T~-l(b)l >g/2. It follows that 

T~(b 'a )= l  fA O( x-T;l(b)']2ka / d~(x)=Pkl T~(T~',b),2ka) | 

3.2.1. Extracting ~(q) from the Continuous Wavelet 
Transform. Let p~Jg; we then introduce the following partition 
function for q~> 1 a n d p ~ R  (see refs. 40, 52, and 53): 

Kp, q" ~+* ~ +  
(18) 

a ~ Kp, q(a) = a -p fR I T~o(b, a)] q- 1 db 

L e m m a  2. Renormalization of gp, q(a): Vp E R, Vq >~ 1, Ya < Ag, 

Kp, q( a ) = k~= l Kp q = ~ , ~ (t9) 

Proof. Let a<Ag.  From (H1) and from the fact that 
Supp/t c (0~ Ai), it follows that To(-, a) [(u,.~(~))r = 0; therefore 

Ko, q(a)=fR,To(b,a)lq-'db= ~ f4 [Tg,(b,a)[q-ldb 
k = 1 k(a) 
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Then, by setting b = T~l(b ') I'Eq. (10)], 

K~ ~ fA 2k ITo(T-kl(b)' a)[q-I db 
k = 1 (a /2k)  

and by using Lemma l(ii), 

Ko, q(a) - pq- 1)~ k T, b, 
k = 1 (a /2k)  

Moreover, for b~A(a/)~k), by using Lemma 1(i) 
T~,(b, a/2k) = O. It follows that 

q - - 1  

db 

(a/2k<g), 

Bacry et  al. 

we get 

go, q(a) = pq- ~2k T~, b, db = Pkq- l ' j .kgO, q a 
k = l  k = l  

Finally, by multiplying both sides by a -p, we obtain Eq. (19). | 

In order to get the main theorem [i.e., how to extract the Dq from 
gp, q(a)'], w e  need to study the class of functions which satisfy a renor- 
malization relation like Eq. (19). The following lemma was first stated in 
ref. 40; we reproduce its proof in Appendix A. 

Lemma 3. Let f : ~ + - - + ~ +  that satisfies 3 s ~ ,  3(cl,...,c~)e 
(R§ ~, 3(21,..., 2s)e ]0, 1] s, and 3 g > 0  so that 

O < a < g ~ f ( a ) =  ~ c~f(-~k ) 
k = l  

Then, the following two relations hold: 

(i) IfVe, 0 < ~ < g ,  sup[,,g3f(x)< + ~,  then 

~ c k < l r  lim f ( a ) = 0  
k a ~ 0 +  

(ii) If V~, 0 < e < g, infE," g] f(x) > 0, then 

ck > 1 <=> lim f(a) = + oo 
k a ~ O +  

By applying this lemma for f =  Kp.q, we get a method to recover T(q) 
from Kp, q, for q >1 1. 

T h e o r e m  1. Let /~ ~ J / .  L e t  gp, q(a) be its corresponding partition 
function defined in Eq. (18) and let Dq=z(q)/(q-1) be its generalized 



Fractal Signals 645 

fractal dimensions [Eqs. (15) and (16)]. Then, for q~>l, z ( q ) i s  the 
transition exponent, so that 

p - 1 < z(q - 1 ) ~ lim Kp, q(a) = 0 
a ~ O  + 

p - 1 > z(q - 1) ~ lim Kp, q(a) = + oo 
a ~ O  + 

Remark .  For a general analyzing wavelet tp, it seems unlikely that a 
similar theorem would hold for q ~< 1. Indeed, it seems difficult to "control" 
the parts of T 0 which are close to 0 for any kind of r In the very par- 
ticular case where r is a "nice" strictly positive function, it has been shown 
in ref. 53 that a theorem similar to Theorem 1 holds for all q; but, as we 
will see in Section 4.2, in order to extract the singularity spectrum of a 
function, it is fundamental to estimate z(q)  (for all q) using an analyzing 
wavelet with vanishing moments (4~ (and therefore which oscillates 
around 0). 

3.2.2. Extracting ~(q) from the Wavelet Transform 
Modulus  M a x i m a .  The main idea is that, instead of defining a parti- 
tion function by using at each scale a all the values To(b, a) (b e ~), we will 
only use the values of T o at its modulus maxima (3a' 32) (see Definition 1). 
One could define the partition function Zp.q(a)= ~ i a  -p I To(xi(a),  a)[ q 
(where {xi(a)}i are the modulus maxima at scale a); even though it is very 
easy to show that Zp, q satisfies a renormalization property [like Eq. (19)], 
we still do not have any control on supc~,g ] Z (for q < 0 )  as required by 
Lemma 3(i). In order to circumvent this difficulty, instead of using the 
values of T o at the modulus maxima, we are going to use the maximum 
values of [To[ along the maxima lines (see Definition 2). 

Let us make two additional mild hypotheses. We suppose that: 

(H3) 3 a > 0 s o t h a t  s  

(H4) Va > Ag, s is a finite set. 

These hypotheses allow us to define the following partition function (for 
q ~ ) :  

Zp, q 

a --* Zp, q(a) = a-P ( sup [To(x, a')l) q 
le.LP(a) (x,a')~l 

(20) 

Remark .  Let us note that this definition is more or less equivalent to 
choosing an "optimal" covering of the support of tt (using different scales) 
which maximizes (for q >/0) or minimizes (for q < 0) the partition function. 
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This is very close to the original definition of the partition function 
described in ref. 2. 

From now on Tk and T~-~ (k~ {1,..., s}) will denote the following 
(b, a) half-plane maps: 

Tk(b, a)= ( Tk(b ), a/2k) 

1"ff l(b, a)= ( T~ a(b ), a2k) 
(21) 

Lemma 4. Renormalization of Z p ,  q'. V(p, q) ~ ~2 Va < Ag, 

~ p q k z  ( a )  Zp, q(a)=~__ --~k p,q (22) 

Proof. (a) Let lena(a),  a<g. From Lemma l(i) and the fact that l 
is a set of modulus maxima, it follows that l=A(a) (see Notation 4). 
Therefore, by using Lemma l(ii), Vk ~ { 1,..., s}, V(x, a') ~/, 

T~(x, a ' )=  1 T~( T;  I(x, a') ) 
Pk 

and then lk=T~l(l)~.~(2ka). Moreover, from the definition of Tk 1, 
lk = Ak(a). It then follows that any maxima line at scale a corresponds to 
s distinct maxima lines {lk }~ ~ (1 ...... ), respectively, at scale 2ka and included 
in Ak(a). 

(b) Conversely, let l~.LP(a), a<Ag. From (HI) and the fact that 
supp#=UiAi ,  it follows that T~,i(u,A,(=))c=0. Then it is clear that 
3!j~ {1 ..... s}, so that lcAj(a). Then, by using Lemma l(ii), V(x, a')~l 

r~,(x, a')=pjT~,(L(x, a')) 

from which one deduces that Tj(l)E ~(a/2j). Thus, any maxima line at 
scale a corresponds to a unique maxima line at one of the scales 
(a/2k}kE {a ...... }. 

From these two results, one can get easily that if a<Ag, s 
can be decomposed into s disjoint subsets {LPk(a)}k~ ...... }, where 
Lak(a) = {l~ &e(a), lcAk(a)}. Moreover, L, ek(a)= l";~(~(a/2k)). Therefore 

Zo, q(a) = E (sup ]Tt~[) q = ~ E (sup [T~[) q 
le.La(a) l k= 1 le.Lak(a ) l 

= ~ ~ (sup ITs,[) q= ~ ~ (sup [T~,o T~-ll)q 
k = l  l~ l ( .La(a /Ak) )  l k = l  l~.Sf(a/Ak) l 
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Then, by using Lemma l(ii), 

Zo, q(a)-..~- ~ ~ ,  pq(sup IZ~l) q= ~ pqkZO, q ( ~ k )  
k = 1 l~ -~'(a/2k) t k = 1 

Equation (22) follows by multiplying this relation by a -p. | 

In order to apply Lemma 3 to f = Zp, q, we need to prove that Vq e R, 
Vee N+*, supc,,Ag I Zp, q< oo and infr,.Ag3 Zp, q>O. Obviously, the hard 
part is to prove that sup[~,Ag]Zp, q~ 0(3 for q<0. For that purpose, we 
need to find a lower bound for supt IZ~l lVl~ ~(a)J. 

Lemma 5. Va<Ag, V/eLf(a), 3!heN, ~!(kx,...,k,)~{1,...,s }" so 
that: 

(a) Tk~... Tk.(l)eLf(a/(2k ...2k.)). 
(b) a/(2k,'''2k~_,)<~Ag<a/(2k,'''2ko). 

Moreover, the following equation holds: 

T~,lz=Pk~"'pk, T~,o Tk, o . . . .  Tk, lz 

Proof. We proved in the proof of Lemma 4(b) that V/eLf(a) 
(a < Ag), 3!js  { 1,..., s} so that ~.(l) e Lf(a/2j). Moreover, we saw that for 
this particular j, T~, I t=pjT~, o Tjlz. By applying this result several times, j 
takes successively the values kl, k2 ..... until a/(2k,..-2k,) becomes greater 
than Ag. | 

k o m m a  6. 3 C e R  +* so that 

where ~max 

Va<Ag, VleLf(a) supfT~,l>~Ca .... 
l 

= supi (In pi/ln 21). 

Proof. It is clear that V/eLf(a) (a>Ag), 3Ct>0 so that 
sup(~,,a,)~t IT~,(x, a')[ > Ct. From (H4) it follows that there exists a strictly 
positive constant C1 so that 

C1 = inf Ct 
a > Ag, l~ .~(a) 

Now let l~.~(a) (a<Ag) and let kl,...,k, given by Lemma 5. Let 
l, = ~k,"" ~kl(l) El, ~ Lf(ao) with ao > Ag]. We then obtain 
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sup 
(x,a')~l 

IT~(x, a')[ =Pkl" ' 'Pk ,  sup ITr a')l ~ Cz, pk , ' "pk ,  
(x,a')el. 

Cl('~'kl ' " " "~kn)] ~supi(Inpl/In;.i) 

�9 -. ~,._,,  ~ ; 7  x1>c~ \ T g g /  

We are now able to state the main theorem of this section. 

T h e o r e m  2. Let /~ ~r Let Zp, q(a) be its corresponding partition 
function defined in Eq. (20) and let Dq=z(q)/(q--1)  be its generalized 
fractal dimensions [Eqs. (15) and (16)]. Then, Vq ~ ~, v(q) is the transition 
exponent so that 

p < z(q) =~ lim Zp, q(a) • 0 
a - - . O  + 

p > z(q) =, lim Zp, q(a) = q- CO 
a ~ O  + 

ProoL From Lemma 6 it follows that Ve e •+*, sup[~,Ag ] Zp.q <~ oo 
(for negative q) and that inf~,,Ag3 Zp, q>O (for positive q). Moreover, 
since S dl~(x)=l, then V e e r  +*, inf[~,Ag]Zp, q>O (for negative q) and 
sup[c, Ag 3 Zp, q< oO (for positive q). We then apply Lemma 3 t o f = Z p ,  q. | 

4. D E T E R M I N I N G  THE S I N G U L A R I T Y  S P E C T R U M  OF A 
FUNCTION F R O M  ITS W A V E L E T  T R A N S F O R M  M A X I M A  
LINES 

The purpose of this section is to present a method (31' 32) to determine 
the singularity spectrum (see Section 4.1 ) of a function f which displays a 
fractal recursive singular structure. We will consider the class of functions 
f corresponding to the distribution functions of the measures # in ~r 
"perturbed" by a C ~ function r, i.e., 

E f ( x )  = d# + r(x) (23) 

In the following sections, we will study the case where r is a polynomial 
and then generalize it to any C ~ function. Let us first define what we call 
the singularity spectrum of a function. 
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4.1. Singularity Spectrum of a Function 

The singularity spectrum f (c0  of a multifractal measure # is defined as 
the Hausdorff dimension of the set (2) 

S= = {Xo ~ Supp #/cr = ~} (24) 

where a(Xo) describes the local behavior of/z around Xo, i.e., it is the largest 
exponent :~ so that 

f d~(x) = o(e=) for e ~ 0 + (25) 
r x  - xol < 

We will define, in the same way, the singularity spectrum D(h) of a 
function f from its H61der exponents.(45' 46) 

In the following, f (c  0 will always denote a singularity spectrum of a 
function, and f ( x )  will denote the function which is analyzed. 

Def in i t i on  3. A function f is said to be of HSlder exponent h(xo), 
at the point x o s N, iff h(xo) is the largest exponent h such that there exists 
a constant A s R + and a polynomial P,(x) of order n such that for all x 
in a neighborhood of x0 

I f ( x ) -  P , ( x -  xo)[ <~ A t X -  Xol h (26) 

If f is C ~ then h(xo)= + 0o for all Xo in ~. In the following, H s will 
denote the set of finite HSlder exponents of f .  We then naturally define 
D(h) as follows. (26) 

Defini t ion 4. The singularity spectrum of a function f is the 
function D(h) (h ~ Hf) such that 

D(h) = d i m y  {Xoe ~/h(xo)=h } (27) 

where dim H denotes the Hausdorff dimension. (s4) 

It immediately follows that if # ~ de', the singularity spectrum D(h) of 
the function 

f ( x )  = d# + r(x) (28) 

[-where r(x) is C ~ ]  is the singularity spectrum f (~ )  of the measure #: 

h = ~ ~ D(h) = f ( ~ )  (29) 
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Therefore, extracting D(h) is equivalent to extracting the function z(q) 
corresponding to the measure p [f(ct) is deduced by Legendre trans- 
forming z(q); cf. Eq. (17)]. Thus, for the particular case where r=0 ,  by 
combining Theorem 2 (using r as the analyzing wavelet) and Eq. (7), 
one can easily derive a way of determining z(q) from the wavelet transform 
maxima lines o f f .  Let us state the corresponding theorem for the more 
general case where r is a polynomial. 

4.2. Determining the Singularity Spectrum of 
f (x)  = . ~  dp + P,,(x) (Where P,  Is a Polynomial) 

T h e o r e m  3. Let/~ ~ sg. Let P,(x) be a polynomial of order n and 
f ( x )  = S~ d#+Pn(x). Let ~, be an analyzing wavelet with N >  n vanishing 
moments, i.e., Vk, 0 <<. k <<. n, ~ xk~b(x) dx = 0. Let Zfq  be the corresponding 
partition function [Eq. (20)]: 

Zfq(a )=a  -p ~ ( sup [T~[f](x, a')l) q (30) 
l~.La(a) (x,a ')el  

Then, for all q in ~, z(q) [Eq. (16)] is the transition exponent such that 

p < z(q) =~ a~lim+ Z f q ( a )  = 0 

p > z(q) =. lira Z f q ( a )  = -[- 0(3 
a ~ O  + 

The singularity spectrum o f f  is then obtained by Legendre transforming 
z(q). 

ProoL According to the definition of the wavelet transform of a 
function f [Eq. (5)], 

1 

= T ~ I f : d t ~ l ( b , a ) + ~ f ~ ( ' ~ a b ) P n ( x )  dx 

Using Eq. (7), we obtain 
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where ~ denotes the following primitive of ~: ~(x)=S~_o~(t)dt. 
Moreover, since ~k has N vanishing moments with N >  n, we have 

lfO(~ab)P"(x)dx=fO(x)P"(b+ax)dx=Oa 

and, therefore, 

T~,[f](b, a ) =  - T~,[p](b, a) 

Then, by applying Theorem 2 (with the analyzing wavelet ~), it follows 
that z(q) is the transition exponent corresponding to Z~q. | 

Remark. It is very important to notice that the proof of Theorem 3 
required the use of Theorem 2 with the analyzing wavelet ~U(x)= 
~-o~ O(t)dt, which has N - 1  = n vanishing moments (~u is thus oscillating 
around 0). Such an analyzing wavelet makes the control of the part where 
T~, is close to 0 very difficult and therefore keeps us from defining the 
partition function as an overall sum of the wavelet coefficients raised 
to the q power [as in Eq. (18)]. Using a partition function based on the 
wavelet transform modulus maxima seems to be the most "natural" way to 
circumvent this difficulty. (31-33) 

Let us now study the general case where r is any C ~ function. 

4.3. Determining the Singularity Spectrum of f(x) = ~ dla + r (x)  
(Where r Is C ~) 

Let s(x) = S~ d# and let ~ f  and ~a s be the sets of the maxima lines of 
the wavelet transform o f f  and of s, respectively. In this section, we will 
suppose that ~k satisfies: 

(H5) Vk, O<~k <N, Sxkr and SxN~(x)dx~O. 

Let us prove that the wavelet transform of r is of the order of a N when 
a goes to zero. (4~ 

Lemma 7. There exists a C ~ function R(b, a) uniformly bounded 
for a~  [0, ao] (and b in a compact) such that 

T~,Er](b, a) = aNR(b, a) (31) 

ProoL By definition of the wavelet transform, 
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Then, by replacing r(b + ax) by its Taylor expansion around b, we get 

N - - 1  (ax) k 
T~,[r](b, a)= ~ f ~k(x) k=o -~" r(k~(b)+ f r e(b'ax)dx 

where e is a C ~ function uniformly bounded for a t  [0, a0] (and b in a 
compact). The first N terms of the right-hand side of this equation vanish 
[cf. (H5)]; it follows that 

T~,Er](b, a)= aXR(b, a) 

where R is C ~ and uniformly bounded for a s [ 0 ,  ao] (and b in a 
compact). I 

We then obtain, from the definition of f ,  Tr 
T,[s](b, a)+ aNR(b, a). This means that we have "perturbed" the wavelet 
transform of s, at scale a, by a term of the order of a N. The purpose of this 
section is to study how this term perturbs the behavior of the partition 
function Zfq [Eq. (30)] at small scales, i.e., to compare the limit when a 
goes to 0 of the two following functions: 

Zp, q(a)=a -p ~ ( s u p  I T ~ [ s ] ( x , a ' ) l )  q (32) 
le ~.Z's(a) (x,a')E1 

and 

Zfq(a)=a -p ~ ( s u p  [ T ~ , [ f ] ( x , a ' ) l )  q (33) 
l~.Z'f(a) (x ,a ' )~l  

For that purpose we need to study the structure of s  with the specific goal 
to relate it to the structure of ~ .  

Lernma 8. Let l~s and let b(t) and a(t) ( t~]0,1])  be two 
continuous functions such that { (b(t), a(t)) }t~ 1o, 11 ~ l and lim t_, 0 a(t) = O. 
Then, 3bl~ ~ such that lim,_0 b(t) = bt. 

ProoL The proof of this lemma is given in Appendix B. 

Let us first examine the case where bz does not belong to J (the 
support of /~); since J is a closed set, there exists e > 0  such that 
]bl-e, b t + e [ ~ J = q b  and thus [using (H1)], for t small enough, 
T~,[s](b(t), a(t))= 0. Therefore, T~,[f](b(t), a(t))= a(t) u R(b(t), a(t)) and 

sup I T~,[f](b(t), a(t))l = O(a N) (34) 
a(t)<~a 

The maxima line represented by (b(t), a(t)) is a maxima line of Tq,[r]. 
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What about the maxima lines of To[s]? How are they perturbed? 
The following lemma partially answers this question. 

k e m m a  9. Let us suppose that: 

(H6) N>max(c~max, 3~max/2--1) [see (H5) for the definition of N 
and Lemma 6 for the definition of ~m~x]" 

(H7) d(Oro[s]/ab ) = (aZTo[s]/Ob 2) db + (02T~,[s]/~3a c3b) da v~ 0 on 
any maxima line in s 

(H8) 32T~,[s]/Ob2r on any maxima line in ~s, except at its 
boundary points. 

Then for all e > 0, there exists ao > 0, k > 1, and C > 0 such that 

Va<ao,  VleL,~,(a), az>a/(1-~) then 3!lls~f(a) such that 

V(x,a')~l, ~!(xl,a')ell,  I x l - x l < C a  'k (35) 

where az is defined as in Notation 3 (in Section 2). Moreover, 

To[f](x 1, a ' ) =  To[s](x, a')[1 + r/(x, a ')]  

where ~/(x, a') is a function which is uniformly bounded by a decreasing 
function F(a') (independent of l) which goes to 0 when a' goes to 0. 

In the following, P(l) will denote the corresponding perturbed line ll. 

ProoL The proof is given in Appendix C. 

This lemma mainly says that if we consider a maxima line l s ~ ( a )  
and if we are not too close to the point where this line just "appears" [i.e., 
at> a/(1-e)], then l is just shifted when perturbing s by r. Moreover, the 
value of T o on this new maxima line is slightly changed. However, this 
lemma does not say anything about what happens near the point where the 
line appears (i.e., a close to at). If l e s at < 0% then it is easy to prove 
that a~ corresponds to an abscissa xt so that (xt, at) is the point of the (b, a) 
half-plane where l "appears." From (H7) it follows that this point can be 
only of two types: 

1. The value of To[s] at this point is 0. 

2. The value of OZTr 2 at this point is 0 and 32T~,[s]/~a Ob r O. 

For each case we want to find a way to control ap{~) with respect to aj. 

l . e m m a  10. Let us suppose that: 

(H9) If both To[s ] and OTo[s]/Ob are vanishing at a certain point, 
then both ~To[s]/Oa and 3ZTj,[s]/3bZ are nonzero. 
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Then 35, 3ao, Vle ~-q~,(a), a t > a / ( 1 - 5 ) ,  

if ao > al, then ae(o < at~(1 - 5) (36) 

Proof. The proof is given in Appendix D. 

From Lemmas 9 and 10, it follows that a line l~ e ~ f ( a l )  "comes" 
f r o m  the perturbation of a line in ~ if and only if 3 l e ~ ( a ) ,  
(1 - 5)a < al < a/(1 - s) such that P(l[u(1 -~)) = Ii lu(1 -~)- This will be used 
later for the definition of the set ~e(a) .  

Then the "end" of a line (xt, az), when perturbated, can move at most 
by a factor of (1 - 5) toward small scales or large scales. We now need to 
find a way to control the value of T~,[f]  around the end of the line. It can 
be proved easily that Ve, 3C > 0 such that 

Vle.LP~(a) sup IZ~rs]l < C sup IZ~rs]l (37) 
l l l (1-~)2a 

Indeed, we first compare 

S , = s u p  IZ~ls]l and $2=  sup IZ~Fs]l 
l ll(l -~)2a 

for all a in [Ag, g]  and for all the maxima lines l in L,e~(a); we so obtain 
a constant C such that (37) holds; we then use Lemma 5 to extend it to 
all scales a > 0 .  From Lemma 9 it follows that the relation (37) holds 
when replacing l by 11 = P(l). By considering the same two cases as in 
Appendix D, one can easily prove that it extends to any line which "comes" 
from the perturbation of a line in ~e,, i.e., we have the following result: 

Lemma 11. There exists C ( > 1 )  such that for any line l l e ~ ( a l )  
which comes from the perturbation of the line l e  Sa~(a) [i.e., ( 1 -  5)a < 
al < a / ( 1 -  a) such that P(lla(1-~)) = Ii ]a(1-~)] we have 

sup [ T ~ [ f ] l < C  sup IT~[ f ] l  (38) 
II 11 ](1 -~)2al 

Up to now, we have found two kinds of maxima lines in ~ ,  those 
which were maxima lines of Tr [Eq. (34)] and those which came from 
the perturbation of the maxima lines in L~a,. Let us suppose that they are 
the only ones, i.e., .L#1(a, ) can be subdecomposed (for a~<ao) into two 
subsets: the set Zap(aa) and the set Sau(a,): 

ZPy( a l ) = s a l ) O) =Leu( a l ) (39) 
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where 

~L#?(al) = { l~ e.~:(a~)/3l e.L#~(a), (1 -- e)a < ai <a/(1--e) ,  

P(IL(I_ ~) c li [,,(1- ~ } 

-Law(a1 ) = {l e ~y(al)/sup [ T~, [ ,-~ a 'N when a' --* 0 } 
lta' 

We will also suppose that for small enough a, ~N(a) has a finite constant 
number of elements nN#0. We can then compare the two partition 
functions Z~,q [Eq. (32)] and Z~q [Eq. (33)]. 

Lemma 12. Vq~ff~, 3(CI, C 2 ) ~  +2, 

Z f q ( a ( 1  - -  8)) ~ C 1 (a  N q - p  ..~ ZSp, q ( a ) [  l .-[- o(1 )])  

Z f q ( a l ( 1  - -  ~) )  <~ C 2 ( a  g q - p  q- ZSp, q ( a ) [ 1  --F o(1 )])  

when a goes to 0 (e is defined in Lemma 10). 

Proof. We will only give the proof of the second inequality; the first 
one can be proved in the same way. From the definition (33), it follows 
that (we use the variable name al instead of a to be consistent with the 
notations of Lemmas 9 and 10) 

a , )  ( l - e )  p ~ (sup IT~,[f]l) q 
Z f q  ~ = aP , l~.~f(al/(1-e))  ll 

= (1 - e )  p ( ~ (sup [Z~[f]]) q 
al~ ll E .-~p(al/(1 -- e)) ll 

+ ~ (sup IT, [ f ] l )  q) 
11 6 .~N(al/(1 -- e)) It 

(40) 

By definition of ~a N, the second term is 

(sup IT~,[f]l)q < Cnwa~ q 
l 1 ~...LPN(al/(I -- e)) 11 

(41) 

On the other hand, we get [Eq. (38) is used for positive values of q] 

(sup/T~,[f ] l )q= ~ ( sup IT~,[f][) q 
llr 11 llfi.LPp(al/(l--e)) lllal/(l-O 

~< C' ~,, ( sup [T~[f][)q 
ll e .~P(al/(l--t;)) II [alll-~) 
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Moreover, if l l e .~e (a l / (1 -e ) ) ,  then 11 "comes" from a perturbed line 
l e  s i.e. (cf. definition of ~q~ with a > al > (1 - e ) 2  a and P(ll,,(1-~)) = 
ll]~(1_~). As a ( 1 - e ) > a l ( 1 - e ) ,  we also have P(l[,~(~_,))=ll[o~(l_,). It 
thus follows that 

( sup lTo[ f ] l )q<~c  ' ~ ( sup [To[f][)  q 
II e .5r -- e))  II l e  .LPs(a ) P(l lal[l  - e ) )  

By using Lemma 9, we obtain 

(suplTq,[f][)q<.NC' ~ ( s u p  [To[s] ( l+q) l )  q 
l i ~ . L / ' p ( a l / ( l - - ~ ) )  li l~fLas(a) 11aI(1-~)  

<~C" ~ ( sup lT~[s] ( l+r t ) l )  q 
lfs.LPs(al) llal 

where we have used Eq. (37) for q < 0. Note that from Lemma 9, t/(x, a') 
is a function which is uniformly (in x) bounded by a decreasing function 
F(a') independent of l which goes to 0 when a' goes to 0. Then we get 

y" ( s u p l Z ~ l ) q ~ c "  y '. ( sup[To[s] l )q[ l+F(al ) - ]  q 
Ii e c .~/ , (a l / (1  - ~))  l i  l e - ~ s ( a l )  l 

~ C "  ~ ( s n p [ T o [ s ] l ) q [ l + o ( 1 ) ]  (42) 
l e  ~ s ( a i )  I 

By inserting (41) and (42) in (40), we finally obtain 

Zfq(al / (1  -- ~)) < C,(nNa uq-p + Zp, q(a,)[ 1 + o(1)1) 

The lower bound for ZYp, q (a(1-e ) )  can be computed using the same 
technique. | 

We are now ready to state the main theorem of this section. 

T h e o r e m  4. There exists qcrit < 0 such that: 

(a) If q > qcnt, then r(q) is the transition exponent such that 

p < z(q) ~ lim Zfq(a)  = 0 
a ~ O  + 

p > z(q) ~ lim Zf ,  q(a) = + O0 
a ~ O  + 

(b) If q < qc~it, then 

p < q N ~  lira Zfq (a )=O 
a ~ O  + 

qN=" lim zfq(a),.,_ -= + oo P 
a ~ O  + 
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ProoL Let us first recall that z(q) is an increasing convex 
function(2, 9, lo~ that satisfies 

z(q) ~ ( q -  1)area x when q ~ - ~  

~(0) < 0 

Then, as N >  ~max [cf. (H6)],  there exists a unique q =  qcrit < 0 such that 
z(q) = Nq. Moreover, as z(q) is convex: 

(a) q>qcrit:=~z(q)<Nq. 

(b) q<q~ri t~z(q)>Nq.  

Let us distinguish the two cases: 

(a) q > qcnt [Nq > z(q)]. We distinguish two situations: 

(i) p < z(q). By using Theorem 3 (with r = 0) we get lira ZSp, q(a) = O. 
Moreover, Nq--p  > 0 and from Lemma 12 one deduces lim Zfq(a)= O. 

i s (ii) p > z(q). By using Theorem 3 (with r = 0 )  we get l m Zp, q(a)= 
+oo, and thus from Lemma 12, l im~ ,oZ fq (a )=  + ~.  

(b) q < qr [Nq < z(q)]. We distinguish again two situations: 

(i) p> N q .  Then N q - p < O ,  and therefore aNq-P~ ~ .  From the 
lower bound of Lemma 12, one gets l im Zfq(a)  = 00. 

(ii) p < Nq < z(q). As p < z(q), one gets from Theorem 3 (r = 0) that 
limZ~,q(a)=O. Moreover, aNq-P---~O, and from the upper bound of 
Lemma 12 it follows that l im Zfq(a )= O. I 

Let us comment on this theorem before moving on to numerical 
applications. 

4.4. Some Important  Comments  on Theorem 4 

Phase Transition Phenomenon. From Theorem 4, we conclude that 
in the case where some maxima lines of ~ decrease like a ~ (i.e., some 
maxima lines of T~,[r] are converging, in the sense of Lemma 8, toward 
btq~J), then we are not able to recover the whole function z(q). Indeed, 
we can extract numerically (by studying the transition exponent of Zfq)  a 
function zN(q) that matches z(q) only for q > qcrit (qerit < 0): 

q > qr =" %v(q) = z(q) 

q < qr = z~(q) = Nq 

This nonanalyticity of the function z(q) expresses the breaking of the 
self-similarity of the underlying singular measure by the C o~ perturbation 

822/70/3-4-10 
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r(x). In the context of a thermodynamic analogy, this phenomenon corre- 
sponds to a phase transitionJ ~2"4s-5~ Below the critical value qcrit (which 
corresponds to the transition temperature) one observes a regular phase, 
whereas for q > qerit one switches to a singular (multifractal) phase. Then, 
if D(h) denotes the singularity spectrum of f and DN(h) the one we deduce 
from ZN(q) [by Legendre transforming zN(q), Eq. (17)], the curve 
y = DN(h) can be seen as the curve y = D(h) in which a part is replaced by 
the line which is tangent to the curve and which passes by the point (h = N, 
y = 0) (see Fig. 2d). Of course, if N is changed, then the shape of D~v(h) 
changes. Conversely, if, when we change N, the singularity spectrum we 
measure DN(h) does not change, then it is likely that T~[r] does not 
"interfere" in the measurement of D(h). Indeed, if it was interfering, it 
would mean that there would be some maxima lines in ~ f  along which the 
decay of T~[f] would depend in a certain way on T~,[r]. As T~[r] 
directly depends upon the order N of the analyzing wavelet ~ (cf. Lemma 
7), we would expect a change in Du(h) when changing N (i.e., changing the 
analyzing wavelet). 

Consequently, if we use the technique corresponding to Theorem 4 to 
measure the singularity spectrum of an experimental signal u(x) [i.e., 
measuring numerically the transition exponents of the partition function 
Z~,,q as defined in Eq. (30)], then a good test to find out whether our 
measurements corresponding to q < 0  are "reliable" or not consists in 
proceeding to different measurements of D(h) using different analyzing 
wavelets ~1-33) (e.g., ~, ~', ~O",...) in order to check whether or not the D(h) 
curve is sensitive to the shape of the analyzing wavelet. 

Measuring the Hausdorff Dimension of the Set Which Supports the 
Singularities of f. If f is a function, one can prove that the maximum 
value of D(h) corresponds to the Hausdorff dimension of the set of the 
abscissa where f is singular [i.e., d imn{x ~ ~, h(x)~ + ~ }]. Note that 
from the Legendre transform, the maximum value is obtained for q = 0. Let 
us point out that, even in the presence of a C~-behavior-induced phase 
transition, this Hausdorff dimension is never alterated provided qerit < 0. 

5. NUMERICAL APPLICATIONS 

In this section, we report some numerical applications that illustrate 
the relevance and the generality of the theoretical results derived in this 
paper. Even though we have established our main theorems for analyzing 
wavelets with compact support, we will carry out our numerical examples 
with analyzing wavelets that belong to the class of commonly used 
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real-valued wavelets defined by the successive derivatives of the Gaussian 
function(34-38/: 

@ ( k ) =  (__ 1 ) k +  1 d ~ (e -~2/a) (43) 

These wavelets are actually well localized in both direct and Fourier spaces 
and thus are well adapted to the spectral algorithm we use to compute the 
continuous wavelet transform. Moreover, the fast decrease of the Gaussian 
functions when x goes to infinity is sufficient for our theoretical demonstra- 
tions to remain valid, as pointed out in Section 2 when stating the working 
hypotheses ( H I ) a n d  (H2). 

E x a m p l e  1. Our  first application concerns a signal whose singular 
part s(x) is the distribution function of a Bernoulli measure # e , g  over the 
unit interval A = [0, 1 ]. More  precisely,/~ is the invariant measure of one 
member of the class of expanding piecewise linear maps T defined in Sec- 
tion 3.1, with s = 2, 21 = 22 = 1/3, p~ = 0.6, and P2 = 0.4. Thus T-I(A) is the 
union of two disjoint intervals separated by a gap g = 1/3. The so-obtained 
devil staircase s(x) is actually perturbed by the addition of a C ~ function 
r(x)=Rsin(8rcx), i.e., a sine function over four periods. The signal 
f (x)  = s(x)+ r(x) is shown in Fig. la. The set of the maxima lines of the 

O.8 

0.4 

! ( a ~ '  " 

O.,9. 0,4 0.6 O.8 
Z 

0.2 4 0.15 0,8 0 0.2 0-4 
X X 

Fig. 1. Maxima lines of the wavelet t ransform of the function f ( x ) =  s(x)+ r(x), where 
r(x) = R sin(8nx) and s(x) is the distribution function of the measure /~e./# with s =  2, 
21 = 22 = 1/3, p~ = 0.6, and P2 = 0.4. (a) Graph  o f f (x ) .  (b) Wavelet transform maxima lines 
of s(x). (c) Wavelet t ransform maxima lines of f(x).  The analyzing wavelet is 
q.'(2)(x) = (1 - -x  2) exp(--x2/2). 
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wavelet transform of f(x), as computed with the analyzing wavelet 
O2(x)= (1 -x2)e -x2/2, is shown in Fig. lc. Note that ~k (2) has its first two 
moments vanishing, which implies N = 2  from the hypothesis (H5) in 
Section 4.3. The wavelet transform maxima lines of the devil staircase s(x) 
alone [without the perturbation r(x)] are shown in Fig. lb for com- 
parison. The main observation is that each maxima line in Fig. lb is 
recovered in the wavelet transform representation of the C ~ perturbed 
devil staircase in Fig. lc. Even though the corresponding maxima lines in 
Figs. lb and lc may differ by a slight shift at the largest scales, they con- 
verge to the same point of the support of/~ when the scale goes to 0 (the 
amplitude of the shift goes to zero when a goes to zero; see Lemma 9). But 
some additional maxima lines can be identified in Fig. lc. Along these 
"extra" lines, the amplitude of the wavelet transform [T~,c2~[f]l is found to 
decrease like a S =  a 2, as illustrated in Fig. 2a, where I T~,(2~[f]t is plotted 
versus a in a log-log representation. This a s power-law behavior is 
systematically obtained for each of these additional maxima lines in Fig. lc. 
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15 , . . . . . . �9 . . . . .  

o 

O.B 
(a) 

0.6 ~ 

I~0, 4 

0,5 1 1.5 
h 

Fig. 2. Measurement of the singularity spectrum of the multifractal signal shown in Fig. la. 
(a) Local scaling exponents revealed in log-log plots of Tg,[f](x, a) versus a along maxima 
lines of L~'e (continuous lines) or of L: N (dashed lines). (b) Plot of log2Z:o.q(a)/(q-1) 
versus l o g 2 a  for different values of q. In (a) and (b) the analyzing wavelet is 
~t2)(x)=(1--x2)exp(-x2/2). (c) z(q) versus q as obtained with the analyzing wavelets 
~pO)(x)= _xexp(_x2/2) (�9 A) and ~(2)(x) ( �9  @); the solid lines correspond to the 
theoretical predictions from Theorem 4; the dashed line is the part (q < qc) of the z(q) curve 
of  the underlying measure #, which is masked by the C ~ behavior. (d) D(h) versus h from 
the Legendre transform of ~(q); the symbols are the same as in (c). 
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It departs significantly from the power-law behavior [T0~=~['f-ll ~ a  s with 
c~ ~< emax = In p2/ln 22 = In 0.4/ln 1/3 = 0.834..., extracted along maxima lines 
emanating from the singular part s(x) of the signal (Fig. 2a). The set ~ f  of 
maxima lines of [T~,(2~[f][ can thus be decomposed into two subsets: the 
set s e of the maxima lines originating from the singularities of s, and the 
set ~q'N of the maxima lines induced by the C ~ sine contribution. This 
result can be seen as a numerical illustration of the relevance of Eq. (39), 
which is the basic hypothesis of our demonstration in Section 4.3. 
Moreover, the number of extra maxima lines induced by the C ~ behavior 
is finite and directly related to the number of periods of the sine function. 

From the values of ITo[f][ on the set ~ of maxima lines shown in 
Fig. lc, one can compute the partition function Zs defined in Eq. (30) 
and consequently estimate z(q) as a transition value for the scaling 
exponent of Zfq(a) in the limit a ~ 0  +. Practically, -c(q) is extracted 
from the scaling behavior of ZYo, q(a),-~ a s(q) over a significantly wide range 
of scales. (3~-33~ As illustrated in Fig. 2b, for three different values of 
q = + 10, 0, - 10, determining z(q) just  amounts to extracting the slope of 
In ZYo, q(a) versus In a from a least-square linear regression fit. The overall 
results of our z(q) measurement are reported in Fig. 2c. The computa- 
tions have been performed using two different analyzing wavelets: 
~(1)(X)----- --xe -x2/2 ( N = I )  and O(2)(x)= ( I - x ) e  -x2/2 ( N = 2 ) .  For q > 0  
(open circles in Figs. 2c and 2d), both analyzing wavelets lead to numeri- 
cally identical estimates for z(q). On the contrary, for q < 0, the numerical 
data obtained with ~(~) (solid triangles) and ~(2) (solid circles) separate 
from each other into two distinct straight lines respectively of slope 1 and 
2. We thus observe numerically the phase transition phenomenon predicted 
by Theorem 4. For positive q values, we recover the ~(q) spectrum of the 
Underlying singular measure # [Eq. (16)], while for q below some critical 
negative value qcrit, the shape of the r(q) curve is dictated by the number 
N of vanishing moments of the analyzing wavelet. Our numerical results in 
Fig. 2c are in excellent quantitative agreement with the analytical spectra 
(full lines) predicted by Theorem 4, and clearly deviate from the theoretical 
T(q) spectrum [cf. Eq. (16)] (dashed line) for q < qc~. As far as a precise 
estimate of the critical value qcrit (which depends on N) is concerned, 
large-scale simulations would be necessary to lessen the crossover effect 
observed around this q value. 

By Legendre transforming T(q), one gets the D(h) singularity spectrum 
o f f ( x ) .  As shown in Fig. 2d, as long as q > q~r~t(N), the numerical results 
obtained with the two analyzing wavelets ~k (j) and ~(2) (circles) fall 
remarkably on the theoretical D(h) curve (full line). For q<qcnt(N), 
however, the Legendre transform of the linear behavior of z(q) (cf. Fig. 2c) 
produces a linear falloff of the D(h) curve toward the limiting value h = 1 
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for I]/(1) and h = 2 for ~(2) (actually h = N for ~(N)), where D(h) vanishes. 
This linear par t  is tangent to the theoretical  D(h) spectrum (dashed line) 
and has a slope equal to qc=t(N). It is the signature of  the phase transit ion 
p h e n o m e n o n  described in Section 4.4. Thus,  in this example, the presence 
of  the C o~ sine behavior  prevents us f rom measuring mos t  of  the r ight-hand 
side of  the D(h) spectrum. But, as pointed out  in Section 4.4, this 
p h e n o m e n o n  is analyzing wavelet dependent ,  and the use of  different 
analyzing wavelets provides us with a clear diagnostic of  whether  or  no t  
the weakest  singularities are masked by C o~ contributions.  

Let us remark,  however, that  one  can practically identify all the 
maxima lines that  belong to the set ~ v  f rom the characterist ic behavior  of  
the wavelet t ransform (T~(N)[f]vaN). Then, by comput ing  part i t ion 
functions restricted to the set f fs  one can  "restore" the self-similarity and 
determine the whole singularity spectrum. (33) 

E x a m p l e  2. Our  second appl icat ion is an illustration of  the robust-  
ness of  ou r  theoretical results that  are likely to extend to a large class of 
singular functions which do not  necessarily meet the condit ions required by 
our  mathemat ica l  analysis. The signal in Fig. 3a is a r a n d o m  function over 
[0, 1], generated from the distribution function of  a measure /~  that  does 

1 0.8 ( a ~  
0.6 

E 
~ 0.4  

0 .2  

0 
0.2 0.4 0.6 O.B 
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-20  0 20 0 0.5 l 1.5 
q h 

Fig. 3. Measurement of the singularity spectrum of the multifractal signal f(x)= s(x)+ r(x), 
where r(x)=R sin(8nx) and s(x) is the distribution function of a measure # randomly 
distributed over the whole interval (gap g = 0) with s = 4, 21 = 22 = 23 = 24 = 1/4, Pl = 0.845, 
P2 = -P3 = 0.362, and p4=0.155 (see text). (a) Graph of a realization off. (b) ~(q) versus q. 
(c) D(h) versus h. In (b) and (c), the solid line corresponds to the analytical spectra. The 
analyzing wavelet is ~k (2)(x) = ( 1 -- x 2 ) exp( - x2/2). 
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not belong to Jd  since the condition g > 0 has been relaxed and some of 
the Pl have been allowed to take negative values. More precisely, # is 
constructed along the lines of the definitions in Section 3.1, with s = 4, 
21 = 22 = )-3 = 24 = 1/4, Pl = 0.845, P2 = - P 3  = 0.362, and P4 = 0.155. The 
randomness is introduced in the respective order of the assigned weights Pi, 
at each step of the construction process [i.e., ~(A~,....,kn)=P,l(kl~ " "P~,~,~, 
where o-1,..., an are independent random permutations of the set {1,...,s} 
and correspond to the same law]. The values of the 2i have been chosen 
so that there is no gap in the support of ~, i.e., Supp # = A = [0, 1]. 
Furthermore, we have introduced a drift in our signal by superimposing 
the same C ~ perturbation r(x) as the one used in Example 1: f ( x ) =  
s(x) + r(x) with r(x) = R sin(Srcx). 

To estimate z(q), we proceed as for Example 1, by computing the 
scaling behavior of the partition f u n c t i o n  Zfq(a) over a significantly wide 
range of scales. Indeed, our measurement requires some averaging over 
several realizations of the random construction process described above. ~32) 
The results of this statistical analysis, performed with the analyzing wavelet 
~k ~2), are shown in Fig. 3b. The numerical data (circles) fall on a convex 
nonlinear curve which is particularly well fitted by the theoretical r(q) 
spectrum (solid line). Its Legendre transform, D(h), in Fig. 3c, is a single- 
humped curve which is also in remarkable agreement, up to numerical 
uncertainties, with the theoretical singularity spectrum (solid line). The 
maximum of the D(h) curve is found to be 1, as expected for a function 
which is almost everywhere singular (cf. Section 4.4). Moreover, the 
range of Hrlder exponents [hmi n, hmax] detected numerically matches the 
theoretical interval of singularities of #, [e~n,  ~m,x], where 
emi~ =In  pl/ln 21 = 0.121 ... and ~m~x = In p4/ln 2 4 ----= 1.345 .... Let us mention 
at this point that no "phase transition" phenomenon is observed for this 
class of signals when operating with different analyzing wavelets O(N~. 

Let us stress that for almost everywhere singular functions that are 
perturbed by an additional C ~ function, the local behavior of the wavelet 
coefficients is likely to be generally dominated by the power-law exponent 
governed by the singularities o f f .  Thus, provided the analyzing wavelets 
have a number of vanishing moments N > h  . . . .  the computation of the 
partition funct ion Zfq(a) wil l  not be affected and consequently the 
singularity spectrum of the measures D(h) will not be alterated. Signals 
having singularities distributed over the whole sampling interval are com- 
monly encountered in various situations in applied sciences. (1' 4-6, 13, 14~ We 
refer the reader to our preliminary numerical study in refs. 31 and 32, 
where our statistical approach based on wavelets has been successfully 
applied to fractional Brownian motions and to fully developed turbulent 
signals. 
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6. C O N C L U S I O N  

To summarize, we have presented a first theoretical step toward a 
unified multifractal theory of singular distributions including singular 
measures and singular functions. The step performed here is a cautious one: 
we have only considered distribution functions of Bernoulli measures lying 
on disconnected Cantor sets invariant under some affine Markov maps, 
possibly perturbed by C ~ contributions. Our proofs have been established 
under specific hypotheses concerning the self-affine function under study as 
well as the shape of the analyzing wavelets. But our results are likely to 
remain valid under less stringent conditions. In particular, the hypothesis 
(H1) for the analyzing wavelet to have a compact support can be relaxed 
into an algebraic decay ~0(x) = O(x-k), k > 0, but at the expense of some 
(unnecessary) complications in the proofs. On the other hand, the results 
of some numerical applications strongly suggest that one should be able to 
extend our rigorous study to distribution functions of more general 
measures, e.g., the invariant measures of nonlinear expanding Markov 
maps including measures lying on a nonlacunar sets, real-valued measures 
that possesses a recursive structure, and the invariant measures of some 
well-known nonhyperbolic one-dimensional mappings (period-doubling 
Cantor set and the critical golden mean quasiperiodic trajectories). 
Moreover, we expect our theoretical results to apply to more general self- 
affine functions, such as the realizations of some stochastic processes. 
Preliminary investigations in this context indicate that fractional Brownian 
motions ~55) are likely to be amenable to such a rigorous treatment relying 
on the wavelet decomposition. 

This mathematical study provides algorithms for determining the D(h) 
singularity directly from the considered self-affine function. Preliminary 
results reported in refs. 31 and 32 of an analysis of a fully developed 
turbulent velocity signal show that this method is readily applicable to 
experimental situations. Applications of this wavelet approach to turbulent 
dynamics in fractal growth phenomena, critical fluctuations in colloidal 
systems, and DNA "walk" nucleotide sequences are currently in progress. 
We believe that this method of determination of the singularity spectrum 
of fractal signals is likely to become as useful as the well-known phase- 
portrait reconstruction, Poincar~ section, and first-return-map techniques 
for the analysis of chaotic time series. 

A P P E N D I X  A 

We reproduce here the proof of the following lemma that one can find 
in ref. 40: 
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Lem m a  3. Let f :  N + -~ N + that satisfies 3s s N, 3(cl,..., c,) s (R + *)', 
3(21,,.., 2 , ) s  ]0, 1] s, and S g > 0  so that 

k = l  

Then the two following relations hold: 

(i) IfVe, 0 < a < g ,  suPc~,gjf(x)< +0% then 

}-' c~ < 1 ,~  lim f(a) = 0 
k a ~ 0 +  

(ii) IfVe, 0 < e < g ,  infc,.glf(x)>O, then 

c k > l , , ~  lim f(a)= +oo 
k a ~ 0 +  

ProoL We will only prove the first part. The proof for the second 
part is along the same lines. Let f + :  R § ~ N § be the function that satisfies 
the following conditions: 

1. O<a<g~f+(a)>~f(a). 
2. f §  is monotonic. 

3. If v: N § ~ N § satisfies conditions 1 and 2, then v(a) >i f+ (a) for 
0 < a <g ,  i.e., f +  is the smallest monotonic function majorizing f .  For 
a s ]0, g]  it is explicitly given by one of the following expressions: 

(a) If limsupa_ 0+ f(a) < 0% then f+  (a) = SUpy ~ [0,a] f(Y)" 

(b) If l imsupa_0, f(a) = oc, thenf+(a)  = SUpy~,g? f(y). 

In the following Ama~ will denote sup~{2i} and Ami n will denote 
infe{2,.}. Let us suppose that f ' +  is another function satisfying the 
conditions 1-3, but with a constant g', 0 < g'< g. Then let us prove that 
there exists r /> 0 such that 

f '+(a)=f+(a) for a < r /  (A2) 

In the case w h e r e f  + is given by (a), this is obvious. Suppose now t h a t f  + 
is given by the second expression (b). Then f ' +  is also obtained by a 
similar formula. For 0 < a < g' we have 

f + ( a ) =  sup f ( y ) = m a x (  sup f(y),  sup f(y))  
y s  [ a , g ]  y e  [a,g'] yr [g', g] 

= max( f '  + (a), cst) 

and therefore, since by hypothesis f '  + ( a ) ~  oo monotonically as a goes to 
0, Eq. (A2) holds for a small enough. 

From the hypothesis that f is bounded away from oo on any closed 
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subset of ]0, gl, it follows that f+  (a) < co for a s ]0, g]. Using the relation 
(A1) and the fact t h a t f  + majorizes f ,  we may write, for O<a<gAmin, 

f(a)<<, i c k f + ( ~ )  (A3) 
k = l  

The right-hand side of this inequality is the sum of monotonic functions; it 
is thus a monotonic function. It majorizesfon ]0, gamin]. Therefore, since 
f+  is extremal [-condition 3 and Eq. (A2)], it follows that for a small 
enough, f+  satisfies the same type of equation: 

f+(a)<~ Z ckf+(~k ) 
k = l  

s a + a 

~< (k~__1 ce)max ( f +  (~mi~), f (A-~x))  

where we have used the monotonicity of f+  (a small enough). Since 
~ = ~ ck < 1, it follows from 0 < Amin ~< A ~  ~< 1 that 

lira f§  (a) = lira f(a) = 0 
a ~ 0  + a ~ 0  + 

The proof for the case ~.~ = 1 ck > 1 is similar. We only have to replace f+  
by f - ,  i.e., the maximal monotonic function that minorizes f ,  and to 
replace the majorizations by minorizations. | 

A P P E N D I X  B 

We want to prove the following temma (cf. Section 4.3). 

Lemma 8. Let l e ~ f  and let b(t) and a(t) (t~]0,1-]) be two 
continuous functions such that {(b(t), a(t))},~ ]o.1] c l and lim,_o a(t) = O. 
Then, 3bt~ R such that lim,_,o b(t) = bt. 

ProoL Let us suppose that the function b(t) does not converge when 
t goes to 0, i.e., 

3 e ~  +*, Vto~]0,1], ~(tl, t2)~]O, to[, 2 [b(tl)-b(t2)l>e (B1) 

Since a(t) is C o and goes to 0 when t ~ 0 ,  then Eq. (B1) can be rewritten 
as follows: 

38E~ +*, Vr/,3to~]0,1], 3(tl, tE)E-lO, to[, 2 

~lb(tl) - b(t2)[ > e (B2) 
such that ~Vt~ It1, t2[', [a(t)l <r/ 

Then, it is clear that there exists an n (large enough) so that the maxima 
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line l is going to cross an infinite number of times (and at smaller and 
smaller scales) at least one of the "holes" of the set 

"r~(n) = U Akb...,kn 
ki= 1 . . . s  
i = 1  . - - n  

Moreover, if b belongs to this hole and if a is small enough, then 
T~,[s](b,a)=O (because ~, has a compact support) and therefore 
Tq,[f](b, a)=  To[r](b, a). In other words, if I =  [bl, b2] is the interval 
representing this hole, then Vb ~ I, there exists a series (ak)k~ ~ (going to O) 
SO that Vk, (b, ak) ~ l and To[f  ](b, ak) = T~,[r](b, ak). Since (b, ak) is a 
modulus maxima, then OT~,[r]/~b(b, ak)= O. It follows that 

x - b  
f~l'(----~k ) r ( x )dx=O 

which is equivalent to 

f ff'(x) r(b akX) = + dx 0 

By replacing r(b + akx) by its Taylor series at the order N +  1, we get 

u+l (akx)p x) 
Z f ~9'(x)---~-- r(P)(b)dx+o(a~ + = 0 (B3) 

p = O  
p , ,  

Moreover, by using the hypothesis (H5), it follows that J" xkr dx = 0 for 
0 ~ < k < N +  1 and S ~'(x) xN+l :~0; therefore Eq. (B3) becomes 

:V + l (r~N+ ~(b) f ~k'(x)x~ + ~ dx + o(1)) =O a k 

which implies that r(N+~)(b)=0. It follows that r(N+~)lz=0; therefore 
r]i is a polynomial of order N and then, for small enough a, 
T~,[f](.,  a)I t= Cte. This last result contradicts the fact that the {(b, ak)}k 
are modulus maxima of T~,. | 

APPENDIX C 

We want to prove the following lemma (cf. Section 4.3). 

Lemma 9. Let us suppose that: 

(H6) N>max(c~max, 3~max/2-1 ) [cf. (H5) for the definition of N 
and Lemma 6 for the definition of ~m,x]. 

(H7) d(OT~,[sJ/c3b) = (aZTg,[s]/Ob 2) db + (OZTo[s]/c3a Ob) da ~ 0 on 
any maxima line in s 

(H8) d2To[s]/Ob2#O on any maxima line in ~ except at its 
boundary points. 
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Then for all e > 0, there exists ao > 0, k > 1, and C > 0 such that 

Va<ao, Vl~-ca~(a), al>a/(1--e ) then 3 ! l l ~ f ( a  ) such that 

V(x,a')6l, 3!(x l ,a ' )~l l ,  I x l - x l < C a  'k 
Moreover, 

Tr a') = T,[s](x ,  a')[1 + q(x, a')]  

where q(x, a') is a function which is uniformly bounded by a decreasing 
function F(a') (independent of l) which goes to 0 when a' goes to 0. 

Proo[. (H7) mainly means that the maxima lines of To[s ] do not 
"bifurcate"; it implies that the distance between two modulus maxima 
(belonging to two different maxima lines) at the same scale a (with a 
varying from Ag to g) is bounded away from 0. Then, by using the self- 
similarity property [Lemma l(ii)], it follows that there exists a constant 
C > 0 so that the minimum distance between two maxima lines at scale 
a > 0 is greater than Ca (for the sake of simplicity we will suppose that 
C =  1). Then, if l~ 5e~ and k > 1, we define the following neighborhood 
of l: 

• ( l ) =  {(x', a), 3(x, a )~ l / l x - x ' [  < a  k } 

By definition, G(I )  does not contain any modulus maximum belonging to 
another maxima line. 

We fix e > 0 (5 small). By the definition of a modulus maximum (see 
Definition 1 ), To, [s] does not vanish on any maxima line in Ga. Then there 
exists CI > 0  such that for all l ~ s ( a )  (with Ag<~a<.Gg) with at>a~(1 -5) ,  
then 

[Tq,[s][ > C, in a neighborhood of l 

Furthermore, by using the self-similarity property [Lemma 1 (ii)], one can 
prove (in the same way in which we proved LemmaS 5 and 6) that there 
exists al > 0 such that 

V a < a l ,  V/~Sas(a) such that a t>a / (1 -e )  then 

(x, a') e ~G(t) ~ I T~,[s](x, a')l > C1 a . . . .  (C1) 

Similarly, one can prove [from (H8)] that there exists C2 > 0 and a2 > 0  
such that 

Va<a2, Vl~Gas(a) such that a ~ > a / ( l - s )  then 

a2T~'[sl a') 
(x,a')~e'k(1)~ Ob z (x, >Cza ..... -2 (C2) 
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Let ao=min(a~ ,a2) .  From now we will suppose that a < a 0 ,  iEL~(a), 
a l > a / ( 1 - - e ) .  Moreover, we choose k = l + k l  with amax/2<kl< 
N - a m ~  + 1 (such a kl exists because N >  3 ~ J 2 - 1 ) .  We then consider 
(x, a ' ) ~ l  and we want to prove that there exists a unique modulus 
maximum of T , [ f ]  at a point (xl, a') e ~;~(l). Let us suppose that T , [ s ]  
is negative and d2T~,[s]/3b 2 positive in ~ ( l )  (the other case, corresponding 
to T~,[s] positive and ~ZTg,[s]/~b2 negative, can be solved in the same 
way). 

Then, we are looking for a point x ( 2 ) = ( x + 2 ,  a') (with I2 l<a  k) 
which would be a maximum of Tq,[ f] .  From Lemma 7, one can easily 
prove that there exist two functions R~ and R2 (uniformly bounded by a 
constant C) so that 

~b (x(;o) ) + a'~'R~(x(;~) ) 

and 

~ 2 T o [ f ]  . . . . .  a2Te,[s] 
3b 2 (x~,~)) = ~b 2 (x(2))  -b a'NRe(x().))  

(c3) 

(C4) 

We are looking for ;t such that d ( ;Q= ~To[ f ] /~b (x ( )~ ) )=O.  From Eqs. 
(C2) and (C4), we get that 

d'(L) > C2a ..... - 2 _  Ca,U>O (c5) 

(R~ and R2 are defined independently of l. So we can assume that we have 
chosen ao small enough so that C2a . . . .  - z  Ca~'>0.) Then d is a strictly 
�9 increasing function. On the other hand, if 2 > 0, it follows from Eq. (C2) 
that 

OT6[s]  (x(2)) > C22a .. . . .  -2  
Ob 

and therefore, using Eq. (C3), 

One thus gets 

d(~.) > Cz)~a ... . .  - z  _ Ca,U 

d(a'l + k~) > C2 a 'k~ + =~x- 1 _ Ca'U > 0 

(since k~ < N - - e ~ , x +  1 we can suppose that we have chosen a o small 
enough so that the right-hand side is strictly positive). In the same way we 
get 

d( - -a ' l+k9 < 0  
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Therefore, d is an increasing function which goes [when x();) varies in 
~/Pk(l)] from negative values to positive values; it has one single zero: 
2 = );(x, a'). As d is strictly increasing, this zero corresponds to a point 
where T~ , [ f l  is an extremum (i.e., the second derivative of T o with respect 
to b is not 0). Let us determine the sign of Tq , [ f ]  at the point 
(x + );(x, a'), a'). The maximum absolute value of the second derivative is 
uniformly smaller than C'a ' -2  (where C' is a uniform upper bound of 
T0[s]);  then as (x+);, a ' ) ~ ( l )  we get 

T o [ f ] ( x  + 2, a')  = T~,[s](x, a') + );2 02To[ s] (x + 2, a') + a'UR(x + )~, a') 
Ob 2 

< _ C~a,~,x + C,a,E(X +k~) a, -2 .~ CUa,N 

< - C~a . . . .  + C,a,Zkl + C.a,N (C6) 

where C1, C', C" are 
N >  ~max [see (H6)],  we can choose a0 small enough so that 

T o [ f ] ( x  + );, a') = T o [s](x, a')[1 + rl(x, a')]  < 0 

with 

Iq(x, a')l < a . . . .  O(a 'zkl + a 'N) 

"global" constants. Moreover, as k~ > ~max/2 and 

(C7) 

It follows that the modulus maximum (x, a') of T~,[s] has been "trans- 
formed" into the modulus maximum (x+2(x ,  a'), a') of T o [ f ] .  

We still need to prove that the line l is "transformed" to a set l~ which 
is a continuous line. From (C5) we get 

OET~ (x + 2(x, a'), a'):~ 0 
0b 2 

(c8) 

Then, by using the implicit function theorem, we know that around each 
modulus maximum (x + 2(x, a'), a') there exists a small line [ ~ ( l ) ]  along 
which a T o [ f ] / a b  is zero. Let us call ll the union of all these lines. Since 
we have the same control on To, I f ]  as we had on To[s]  [in terms of 
lower bounds of the consecutive derivatives in ~ ( l ) l ,  l~ is made of 
modulus maxima and is a close set relative to the set ~ ( l ) .  Moreover, if 
k = l  + k l < k ' <  1 + N - ~ m a x +  1, then at any scale a', l~ is always at a 
distance greater than a 'k - a 'k' from the right and left borders of ~ ( l ) .  On 
the other hand, from Eq. (C8), it follows that a connected line of maxima 
cannot go down (to the small scales) and then up (to the large scales); this 
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means that on such a line there is a unique modulus maximum at each 
scale. Thus, if we consider the longest connected line 12 c l l ,  it is easy to 
prove that l 2 contains modulus maxima as close as we want to the scale 0 
and that 12=ll.  | 

A P P E N D I X  D 

We want to prove the following lemma (see Section 4.3). 

L e m m a  10, Let us suppose that: 

(H9) If both T~,[s] and OTo[s]/3b are vanishing at a certain point, 
then both dTo[s]/~a and 32T~,[s]/3b: are nonzero. 

Then 3~, 3ao, Vle Z~a,(a), al>a/(1-~), 

if ao>al, then ap(l)<at/(1-e) 

ProoL The proof uses very similar techniques to those used in 
Appendix C, but it is much longer and not very interesting. Thus, we do 
not give the full proof, but just describe the main trends. 

Let us first give two definitions: 

(a) In the following, we will say that (b, a) is an extremum of T o iff 
 r /ab(b, a) = O. 

(b) Moreover, in the same way as in Definition 2, we will call an 
extremum line of T~, any connected line made of extrema. [We 
define also ~aeXt(a) and ~ext as in Notation 1.] 

As seen in Section 4.3, a point (xl, at) where a maxima line first 
"appears" can be of two types (see 1 and 2 in Section 4.3). From (H9), it 
follows that these two types are exclusive: 

(1) To[s](xt, at)=O. By the continuity of OT~,[s]/ab and by the 
definition of at, it is clear that OTr a t ) = 0  and that there exists 
an extrema line in Za~t(at) which contains L Then, from (H9), we get 
d2Tg,[s]/9b:(xt, at)r and by using the implicit function theorem, it 
follows that there exists e small and lOXts ~ X t ( a t / ( 1 - e ) )  such that l c l =~t 
[let us note that the self-similarity property, Lemma l(ii), allows us to 
choose e independently of ll. Indeed, the beginnings of the proofs in 
Appendix C [until Eq. (C6)] hold when applied to lCXt, and we thus get 
a perturbed extrema line pext(leXt) E ~}Xt(at/(1 _ 8))  [with P(I) ~ pCxt(lCXt)]. 
Moreover, we know [from (H9)] that OT~,[s]/Oa(xl, at)~0 and therefore 
(for e small enough) (x, at/(1 _8))ffleXt is not a modulus maximum of 
T~o[s] (i.e., it is either a positive minimum or a negative maximum). For 
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al small enough, it is clear that this will still be true for the corresponding 
perturbed extremum (x + 2(x, at~(1 - ~)), at~(1 - e)) e pext(lOXt). Thus, if 
ll ~ ~f, P(I) c ll, then ll c pext(lCXt) and ap~l) <~ at~(1 - ~). 

(2) 32Tr az) =0.  As 62T~[s]/Ob Oa(xt, at) 5 0  [see (H7)] ,  
by using the implicit function theorem, one can show that there exists 
(small and independent of l) and an extrema line /ext which contains the 
point (xt, at). Let us just consider the portion l~, xt of/ext which is around 
(xt, al) [i.e., {(x, a)~l  ~xt, a t ( 1 - ~ ) < a < a t / ( 1 - ~ ) } ] .  Then, in the same 
way as in the proof in Appendix C, but by exchanging the roles played by 
a and x, we can associate to any extremum (x, a)~ l~, x~ a unique perturbed 
extremum (x, a + 2(a, x)) with 121 < a k, k > 1. Moreover, if (x, a) is not a 
modulus maximum (but just an extremum), then, for az small enough, 
the corresponding perturbed extremum is also not a modulus maximum. 
One can then prove that the perturbed portion remains "around" the 
scale at and that it contains the end of P(I) [i.e., (xp(t), av~t))]; thus, 
ap(t)<~at/(1-~). I 
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